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A most challenging and important goal of materials science is
to achieve an ab initio atomistic description of solids and their
surfaces that can predict phenomena and properties occurring
on macroscopic length and long timescales. Such methods
should quantitatively describe measurable properties without
relying on experimental parameters, which implies that they
have to start ab initio, that is, from the self-consistent evalua-
tion of the electronic structure. Recently, theoretical ab initio
methods for achieving a unification of length- and timescales
are being actively tested and developed for a variety of sys-
tems (see, e.g. , ref. [1, 2]). Herein, we apply and extend such
methods to study the ordering of two-dimensional (2D)
AlxNa1�x surface alloys. Our approach is quite general and
offers a systematic and efficient procedure for reliably investi-
gating (or “screening”) the configurational space of materials
surfaces as a function of temperature (T) and number of ada-
toms (or stoichiometry, x).

We describe the surface alloy system by a lattice-gas Hamil-
tonian (LGH) using interatomic interaction energies derived
from density functional theory (DFT) calculations,[3–7] together
with Monte Carlo (MC) simulations (called “ab initio LGH+

MC”). Once the LGH has been constructed, one has at hand a
fast and flexible tool to provide the energies of arbitrary
system configurations. By comparison to new experimental
data, we firstly show that this description accurately predicts
the ordering of the alloy versus the Na concentration and tem-
perature. Secondly, we use the MC algorithm recently intro-
duced by Wang and Landau[8,9] to calculate the “configuration-
al” (or “structural”) density of states (CDOS) for the Al4Na com-
position of the surface alloy. Using the CDOS we then calculate
the free (and internal) energy, configurational entropy, and
specific heat. We show that this approach provides an accurate
description of the temperature-induced order–disorder transi-
tion. To our knowledge, this is the first ab initio application of
this method. Our calculations demonstrate how a very general
treatment, as a function of x and T, can indeed be achieved.

The experiments were performed at beamline I311[10] at the
MAX II synchrotron radiation facility, Lund, Sweden. The Al(100)
crystal was mounted, cleaned and checked for contaminants
as previously described.[11] Sodium was deposited from a care-
fully outgassed SAES source. Sodium coverages (qNa) were
monitored via the Na-2p photoemission signal using the (
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)R278 structure (see Figure 1a) which forms for a coverage
of 0.2 monolayers (ML)[11] (hereafter denoted
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) and the c-

(2A2) structure (see Figure 1b) which forms for a coverage of

The structural phases of AlxNa1�x surface alloys have been investi-
gated theoretically and experimentally. We describe the system
using a lattice-gas Hamiltonian, determined from density func-
tional theory, together with Monte Carlo (MC) calculations. The
obtained phase diagram reproduces the experiment on a quanti-
tative level. From calculation of the (configurational) density of
states by the recently introduced Wang–Landau MC algorithm,

we derive thermodynamic quantities, such as the free energy and
entropy, which are not directly accessible from conventional MC
simulations. We accurately reproduce the stoichiometry, as well
as the temperature at which an order–disorder phase transition
occurs, and demonstrate the crucial role, and magnitude, of the
configurational entropy.

Figure 1. Atomic geometries of the a) (
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)R278 and b) c(2A2) phases.

Dark and light cirles represent the Na and Al atoms, respectively. The Na
atoms occupy surface Al sites. The missing Al atoms are assumed to be re-
bonded at kink sites at steps. The surface unit cell of the superstructures
(c) and that of the Al(100) substrate (a) are indicated.
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0.5 ML,[12–14] as calibration points. [One monolayer= the
number of Al atoms in a (100) plane] . Low energy electron dif-
fraction (LEED) patterns were recorded with a video camera.

The AlxNa1�x alloys were prepared by deposition of submo-
nolayer Na coverages on an Al(100) surface at temperatures
around 300 K. At this temperature, Na atoms kick out and sub-
stitute Al atoms in the outermost Al(100) layer[11–14] at all but
the lowest coverages (i.e. , for qNa�0.1 ML Na atoms occupy
fourfold coordinated hollow sites), resulting in the formation
of an AlxNa1�x surface alloy. The kicked-out Al atoms are as-
sumed to rebond at kink sites at steps on the surface whereby
they gain the bulk cohesive energy.[15] Due to the immiscibility
of Na in bulk Al, the Na atoms remain in the first Al(100) layer
leading to a 2D nature of the alloy. After Na deposition, the
LEED pattern was observed for temperatures ranging from
�100 K to �350 K in order to map out the (qNa, T) phase dia-
gram. The resulting phase diagram, which is consistent with
previous results,[11–14,16] is shown in Figure 2 for qNa up to
0.5 ML. From the Al and Na core level binding energies, we
conclude that substitutional adsorption of Na atoms occurs
when qNa exceeds a critical value of about 0.1 ML.

At low temperatures, three phases are detected: a “(1x1)” at
low coverage (�0.17 ML) indicating a disordered Na arrange-
ment, a
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phase at q=0.2�0.03 ML,[11] and finally a c(2A2)

phase in which the LEED spot intensity increases as qNa ap-
proaches 0.5 ML. The atomic structure of the latter two phases
is shown in Figure 1. The experiments identify an order–disor-
der phase transition in the temperature range of 220–300 K, in
which the ordered
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structure changes to a disordered

phase with the Na atoms still occupying substitutional sites.
Correspondingly, the LEED pattern changes from a
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super-

structure to a “(1A1)” pattern, indicative of the disordered
phase. [We note that the perfectly ordered clean Al(100) sur-
face gives rise to sharp (1A1) LEED spots; the disordered ar-
rangement of Na on Al(100) also gives rise to a (1A1) pattern,
but the spots are diffuse—hence the label “(1A1)”] . On cooling,

the
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structure is once again observed; that is, the transition

is reversible.
In Figure 3 we show for qNa=0.2 ML, the ratio of the inte-

grated intensities of the fractional and integer
ffiffiffi
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order LEED

spots for an incident electron energy of 82 eV versus tempera-
ture (similar results were obtained at other energies).

The loss of long-range order, initiated at temperatures
above �225 K, is evident from the strong decrease in the rela-
tive fractional order intensity above this temperature (Figure 3,
&). As previously discussed,[11] the order–disorder transition
also manifests itself in Al-2p photoemission spectra. Briefly, in
the ordered
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overlayer, each first layer Al atom is coordinat-

ed to one Na atom (see Figure 1a) resulting in a single shift of
the Al-2p binding energy for these Al atoms. In the disordered
alloy, however, the Al to Na coordination is different for differ-
ent Al atoms, resulting in a distribution of individual Al-2p
shifts which cannot be resolved.[11] Instead they cause an
abrupt increase in the width of the Al-2p emission as the sur-
face alloy disorders. In Figure 3 (~) we show new measure-
ments of this temperature-dependent broadening. In order to
approximately correct for broadenings induced by other ef-
fects (see, e.g. , ref. [17]) the values given are the ratio between
the full width at half maximum (FWHM) of the Na induced,
and the bulk emission peaks, respectively. As core-level shifts
in metallic systems are dominated by short-range, local ef-
fects,[17] the strong increase demonstrates that short-range
order is also lost in the order–disorder transition. In summary,
the studied system is a two-dimensional surface alloy with an
ordered phase at low temperature and a disordered phase at
elevated temperatures at the particular stoichiometry x=0.2.
In the following we will show how we can describe this system
from first-principles calculations—also at elevated tempera-
tures—by combining state-of-the-art DFT calculations with a
novel MC algorithm.

Figure 2. Experimental phase diagram. For the
ffiffiffi
5

p
structure, the red shading

indicates the region of (T, qNa) space in which it exists. The blue shading indi-
cates that the c(2A2) phase begins to form in patches on the surface, which
become complete at qNa=0.5 ML. The label “(1A1)” indicates the disordered
phase.

Figure 3. Full-width-at-half-maximum (FWHM) of the Al-2p peak from Al
atoms in the first layer relative to the FWHM of the Al-2p bulk emission (~,
left ordinate, red) and the fractional/integer order intensity ratio as a func-
tion of temperature (*, right ordinate, blue). The insets show the LEED pat-
terns of the
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phase (left) and the “(1A1)” disordered phase (right).
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Theoretically we describe the system as a 2D lattice-gas con-
sisting of the Al and Na atoms in the alloy layer, adsorbed on
the Al(100) crystal. We can thus map the (lateral) atomic Na
and Al positions of the alloy to the fourfold hollow sites of the
underlying square (100) lattice. This does not mean that we
disregard out-of-plane relaxations, or that we keep the geome-
try of the underlying Al(100) plane fixed. Indeed, the DFT calcu-
lations used for extracting the interaction energies involve full
geometrical optimization. The lattice-gas Hamiltonian (LGH) is
written as shown in Equation (1):

H ¼ V1
X

1

ni þ
X6

m¼1

V2
m

X

hijim

ninj þ
X2

m¼1

V3
m

X

hijkim

ninjnk

þV4
X

hijkli
ninjnknl

ð1Þ

where V1 is the adsorption energy for an isolated Na atom (in-
cluding the vibrational contribution)[18] , ni are the occupation
numbers and equal 0 or 1 depending on whether a site is
empty or occupied, respectively, and V2

m (V3
m, V

4) are the two-
(three-, four-) body interaction energies. In principle, the ex-
pansion of the LGH is infinite, however, in practice it can be
truncated. In particular, the choice of parameters was obtained
from an unbiased testing using the cross-validation scheme.
From this, we could conclude that using up to four-body
terms gives sufficient accuracy for a proper description of the
system. We note that the number and type of interactions for
the present Na/Al(100) system are larger than those that were
used for studying O/Ru(0001) ;[3] this is mainly due to the far-
reaching Na–Na interactions and notable disruption of the sub-
strate due to the Al vacancies.

The DFT calculations,[19,20] were performed using a plane-
wave basis set, norm-conserving pseudo-potentials,[21,22] and
the generalized gradient approximation .[23] We used a super-
cell approach, with slabs seven atomic layers thick, separated
by a vacuum region that corresponds to eight Al layers. The
Na atoms were placed on one side of the slab and a dipole
correction was employed to take into account the dipole that
is thus induced.[21] The first two layers, that is, the surface alloy
and the first Al(100) layer, were fully optimized with respect to
the atomic positions so that the forces on atoms in these
layers were less than 0.025 eVM�1. We used a highly accurate
k-point mesh for Brillouin Zone (BZ) integrations, correspond-
ing to 78 k-points in the irreducible BZ of the (1A1) surface
unit cell. This allowed us to use exactly the same k-points for
all of the surface structures studied. This is essential for deter-
mining the adsorption energies of different coverages, as cal-
culated in different supercells, to the required high numerical
accuracy. The adsorption energies are then used to derive the
interaction parameters. Our calculations show that substitu-
tional adsorption (Na occupying an Al site) is preferred over
adsorption in hollow sites (Na in a fourfold-coordinated site on
the Al(100) surface) by 0.07 eV, 0.23 eV, and 0.2 eV, for Na cov-
erages qNa=0.111 (1/9) ML, 0.2 ML (the
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phase), and 0.5 ML

[the c(2x2) phase], respectively. For the low coverage of 0.0625
(1/16) ML, we find that hollow site adsorption is favorable (by

0.0046 eV), in accordance with experiment. Thus, the calcula-
tions predict that for low coverage (<0.0625 ML), the hollow
site is slightly preferred, while for higher coverages, the Na
atoms will occupy the substitutional site, providing energy ac-
tivation barriers can be overcome.

The Na adsorption energy, Ead, for a structure s with N Na
atoms in the unit cell was calculated under the assumption
that the expelled Al atoms adsorb at kink sites at steps, where-
by they gain the bulk cohesive energy.[15] Thus, Equations (2) is
valid,

Ead ¼ ðES þ N � EAl bulkÞ�ðEAlS þ N � ENa atomÞ ð2Þ

where ES is the total energy of the relaxed structure, EAlbulk the
energy of a bulk Al atom, EAlS the clean aluminum slab with the
same unit cell, and ENaatom the energy of a free Na atom.

We performed calculations for 25 different Na/Al(100) config-
urations, with coverages ranging from 0.0625 to 0.5 ML. In
order to construct the LGH, we used leave-many-out cross-vali-
dation (LMO-CV)[24,25] to select a set of parameters with high,
predictive capabilities. This approach represents an unbiased
way to select the relevant interaction parameters. Briefly, in the
LMO-CV approach, the structures calculated by DFT are divided
into two groups, namely, one containing M–d structures and
the other containing d structures, where M is the total number
of structures calculated (M=25) and d is an arbitrary fraction
of the total (here d=3 and 5). The group M–d is used in a
least-squares-fit to obtain the interaction parameters, and the
remaining d structures are used to calculate the “prediction
error” (i.e. , the root-mean-square of the deviations between
the energies obtained by the LGH and DFT). This is then re-
peated for many random divisions (into groups M–d and d) of
the total set M. The average prediction errors can then be
used to compare the predictive powers of different sets of in-
teraction parameters. For example, including more or less pair
(two-body) interactions, or more or less, or different trio (three-
body) interactions.

The LGH that we obtain using the results from the LMO-CV
(with d=3, 5 and M=25) includes two-body (or pair) interac-
tions between the Na atoms up to the 6th nearest neighbor,
two types of three-body (or trio) interactions, and one four-
body (quarto) interaction. In particular, linear and triangular
trio interactions with a distance of a0 between the Na atoms,
where a0 is the lattice constant of the face centered cubic (fcc)
lattice. Similarly, the four-body interaction consists of a square
arrangement of Na atoms of size a20. These interactions are
sketched in Figure 4 and the values are listed in Table 1. In
general, the pair interactions are all repulsive and decrease in
magnitude with increasing separation of the Na atoms. This is,
as expected, based on the simple picture that the Na atoms
are partially positively charged on the Al substrate so that they
will experience an electrostatic repulsion. The trio interactions,
however, are attractive and have a stabilizing effect. More
dense trio interactions (i.e. , Na atoms arranged at nearest-
neighbor lattice sites, instead of next nearest-neighbor sites)
are highly repulsive and thus not relevant. Further details will
be presented in a forthcoming publication.[26]
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Adsorption energies calculated using direct DFT and the
LGH with the parameters in Table 1 agree very well : the root-
mean-square (rms) error in the fit is 14.3 meV per sodium ad-
sorbate. We note that other parameter sets can yield similar
rms fit errors, and in general, the more parameters the lower
they become. This can be a result of over-fitting and not a re-
flection that the parameter set is better. The “prediction error”
of the LMO-CV is the more appropriate indicator of the quality
of the interactions.

First, using standard MC-simulated annealing we searched
for stable 0 K structures at different coverages by starting with
random configurations at elevated temperatures and then
slowly cooling the system. For T>0 K simulations, we started
from the 0 K structure and then performed MC steps until the
energy of the system was converged. For this, (80A80) lattices
were used. Simulations with smaller lattices yielded very similar
results, indicating that our lattice is sufficiently large. For the
T=0 K ground-state configurations, we find a series of large-
unit-cell structures for qNa<0.18 ML. These are not relevant in
that they represent only very shallow minima in the energy
landscape and on heating slightly, these features disappear. In
the range 0.18 ML<qNa<0.26 ML a
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structure occurs, and

for qNa from 0.26 to 0.5 ML, we find structures whose Fourier
transformation shows a predominant c(2A2) ordering with ad-
ditional “longer-range” structure. In agreement with experi-
ment, the simulations do not yield a p(2A2) ground-state struc-
ture for 0.25 ML at any T. This can be primarily traced back to
the relatively large third-neighbor pair interaction. For T>0 K,
the c(2A2) ordering is maintained in the studied temperature
range considered, whereas the more “long-range” ordering

weakens considerably. This is all consistent with the experi-
mentally observed structures above 100 K (see Figure 2). Our
calculations also find that the

ffiffiffi
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structure disorders above

300 K in close agreement with experiment.
Because the standard metropolis scheme is rather inefficient

for finding phase transition temperatures, extracting the specif-
ic heat, and directly determining the free energy and entropy,
we have employed the MC algorithm of Wang and Landau,[8,9]

which affords an accurate evaluation of the (configurational)
density of states (CDOS), g(E), that is, the number of system
configurations with a certain energy, E. From g(E) all major
thermodynamic functions can be directly calculated. In particu-
lar, we apply this to investigate in more detail the order–disor-
der transition at coverage 0.2 ML. While most conventional MC
algorithms, such as the “metropolis importance sampling”,[26]

generate a canonical distribution, g(E)e�E/kBT, at a given temper-
ature, the Wang–Landau formalism focuses instead on obtain-
ing an accurate estimate of g(E), which is independent of tem-
perature. This is achieved by performing a random walk in
“energy space”. From g(E) all major thermodynamic functions
can be directly determined, for example, the free energy and
entropy—quantities that are not directly accessible by conven-
tional MC. In the Wang–Landau approach, the configurational
space is sampled with the probability g(E)�1. An initial CDOS of
gi(E) is then modified until the sampling rates of the energy in-
tervals are equal. For these simulations, we again used a (80A
80) lattice, unless stated otherwise. In Figure 5a, the resulting
CDOS is shown.

Figure 4. Sodium–sodium interactions included in the LGH: pair interactions
(V2

i with i=1–6) to the left, and the two trio interactions (V3
i ) and quarto in-

teraction (V4
1) to the right. The arrows labeled 1–6 indicate the six pair (two-

body) interactions between the dark shaded atom, and the atom at the
head of the arrow. The numerical values are given in Table 1.

Table 1. Interaction parameters for the Na/Al(100) system as sketched in
Figure 4: V2

m¼1,6 are the pair interactions, V3
n¼1,2 are the trio interactions,

and V4
1 is the quarto interaction. A positive value indicates a repulsive in-

teraction and a negative value an attractive interaction between the Na
atoms. The unit is eV.

V2
1 V2

2 V2
3 V2

4 V2
5 V2

6 V3
1 V3

2 V4
1

0.305 0.107 0.082 0.018 0.024 0.018 �0.058 �0.063 0.142

Figure 5. a) Density of (configurational) states (CDOS), g(E), as a function of
energy for qNa=0.2 ML. Inset : The logarithm of the canonical distribution P
(E,T)=g(E)e�E/kBT, at the critical temperature, Tc. b) Free energy, F(T), and inter-
nal energy, U(T), as a function of temperature, derived from g(E). The cusp in
F (T) and discontinuity in U(T) at 301 K reflect the order–disorder phase tran-
sition, experimentally observed in the range 220–300 K, as shown in
Figure 3.
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From this we can calculate, for example, the canonical distri-
bution at a given temperature, g(E)e�E/kBT, the free energy as
given in Equation (3):

FðTÞ ¼ �kBT ln
X

E

gðEÞe�E=kBT ¼ kBT lnðZÞ ð3Þ

where Z is the partition function, the internal energy shown in
Equation (4):

UðTÞ ¼ hEiT ¼
X

E

EgðEÞe�E=kBT=Z ð4Þ

the entropy [Eq. (5)]:

S ¼ ðU�FÞ=T ð5Þ

and the specific heat, [Eq. (6)]:

CvðTÞ ¼ ðhE2iT�hEi2TÞ=T2 ð6Þ

As shown in Figure 5b, at T=301 K, the free energy exhibits
a cusp and the simulated system undergoes a phase transition
at this temperature. Thus, the simulations reproduce very
nicely the experimental order–disorder phase transition. As an
indication of the sensitivity to the interaction parameters, we
note that a (uniform) �10% change of the interaction param-
eters resulted in a change of the transition temperature of
�25 K. Furthermore, as the adsorption energy of a single Na
atom (V1) does not change the shape of g(E), but only its posi-
tion on the energy axis, changes in V1 (e.g. , DFT-GGA typically
overestimates the binding of adparticles to surfaces) do not
affect the phase transition as a function of stoichiometry or
temperature. The discontinuity of the internal energy at the
transition temperature shows that the phase transition is of
first order. The phase transition is also indicated by the double
peak in the logarithm of the canonical distribution (Figure 5a,
inset) and as a singularity in the specific heat at the critical
temperature shown in Figure 6. We note that the peaks in the
latter plot are somewhat broadened and this is because we

used a 20A20 lattice for these simulations involving various
coverages; calculations using the 80A80 lattice for a coverage
of 0.2 ML, exhibit a sharp peak at essentially the same temper-
ature (i.e. , the deviation is less than 2 K).

It can be noticed that the experimental phase transition
occurs over a considerably wider temperature range than indi-
cated by the simulations. A possible reason is that the atomic
processes involved in the phase transition are kinetically hin-
dered. For example, the necessary substantial atomic rear-
rangements involved for the diffusion of the substitutionally
adsorbed Na atoms. Thus, it may be experimentally difficult to
achieve full thermodynamic equilibrium on the applied meas-
uring times. Furthermore, we also note that the experimental
determination of the Na coverage is subject to some uncer-
tainty. With regard to the latter, simulations at coverages
slightly above or below 0.20 ML show a decrease in the critical
temperature, as demonstrated by evaluation of the specific
heat in Figure 6. Thus, any experimental nonuniformity of the
coverage will induce a broadening of the phase transition, and
deviations from 0.20 ML will cause a lowering of the critical
temperature. We also note that steps play a decisive role in
this phase transition, and will also affect the quality of the
adlayer. However, the latter is not considered in the theoretical
simulations.

From Figure 5b it can be seen that the free energy decreas-
es notably with increasing temperature after the phase transi-
tion occurs. The reason for this is clearly the entropic contribu-
tion S, the magnitude of which increases at the transition tem-
perature and continues to increase steadily with temperature
thereafter. Taking this configurational entropy into account is
therefore (and obviously) the crucial aspect in the simulation
and the understanding of this order–disorder phase transition,
and the LGH+MC approach, with its proper sampling of con-
figuration space, is the only method that can provide it.

In summary, using the “ab initio LGH+MC” approach we
have determined the structural phase diagram of AlxNa1�x sur-
face alloys. The phase diagram agrees well with new experi-
mental measurements for all stoichiometries and temperatures.
Using the recently introduced MC algorithm of Wang and
Landau, which yields an accurate estimation of the CDOS, we
reproduce the experimental order–disorder phase transition
and show the important role, and magnitude of, the configura-
tional entropy. We expect that the theoretical method as dem-
onstrated here may prove useful for the efficient screening
and identification of new and unanticipated surface phases of
materials.
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Figure 6. Specific heat, Cv(T), as a function of temperature as obtained from
Wang–Landau MC simulations, at different Na coverages. Inset : Critical tem-
perature Tc (as determined from the peak positions) for an order–disorder
phase transition as a function of Na coverage.
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